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Abstract 

Background The incidence and mortality rates of cardiovascular disease worldwide are a major concern 
in the healthcare industry. Precise prediction of cardiovascular disease is essential, and the use of machine learning 
and deep learning can aid in decision-making and enhance predictive abilities.

Objective The goal of this paper is to introduce a model for precise cardiovascular disease prediction by combining 
machine learning and deep learning.

Method Two public heart disease classification datasets with 70,000 and 1190 records besides a locally collected 
dataset with 600 records were used in our experiments. Then, a model which makes use of both machine learning 
and deep learning was proposed in this paper. The proposed model employed CNN and LSTM, as the representatives 
of deep learning models, besides KNN and XGB, as the representatives of machine learning models. As each classifier 
defined the output classes, majority voting was then used as an ensemble learner to predict the final output class.

Result The proposed model obtained the highest classification performance based on all evaluation metrics on all 
datasets, demonstrating its suitability and reliability in forecasting the probability of cardiovascular disease.

Keywords Heart, Cardiovascular disease, Machine learning, Deep learning, Combinational model

Introduction
Nowadays massive amounts of data are generated in 
the healthcare industry and individuals facing these 
types of data have realized that there is a significant gap 
between their collection and interpretation [1, 2]. In 
today’s data-driven era, the intersection of healthcare 
and artificial intelligence has paved the way for trans-
formative advancements in healthcare. In this context, 
machine learning algorithms have emerged as powerful 
tools capable of analyzing vast amounts of patient data 
with unprecedented speed and precision. By harnessing 
the potential of machine learning, healthcare providers 
can leverage complex patterns within diverse datasets to 
develop predictive models for disease diagnosis. These 
models can identify subtle indicators and risk factors that 
may elude traditional diagnostic methods, empowering 
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healthcare providers to take proactive measures and cus-
tomize individualized treatment plans for patients. [3, 4].

According to the World Health Organization report, 
cardiovascular diseases are the leading non-communi-
cable disease that causes numerous deaths worldwide, 
roughly 17.9 million individuals pass away from cardio-
vascular diseases, making up approximately 31% of total 
worldwide fatalities [5, 6]. Recent information from the 
American Heart Association indicates that cardiovas-
cular diseases continue to be the main cause of death in 
the United States in 2023. Given the increasing rate of 
coronary artery diseases and their transformation into a 
global concern, the healthcare industry needs to shape 
and enhance methods of dealing with these diseases to 
minimize their impact on society [7, 8]. In this regard, the 
integration of machine learning in cardiovascular disease 
diagnosis not only holds promise for enhancing diagnos-
tic accuracy, but also for optimizing resource allocation 
within healthcare systems. By streamlining diagnostic 
processes and prioritizing high-risk individuals for fur-
ther evaluation, machine learning-driven approaches 
offer the potential to improve patient care, increase oper-
ational efficiency, and ultimately save lives [9].

The application of machine learning has provided 
a new approach to predicting cardiovascular diseases 
[10–12]. Consequently, various machine learning meth-
ods have been used to recognize and extract useful infor-
mation from clinical datasets with minimal user input 
and effort. However, the emergence of deep learning has 
revolutionized cardiovascular disease prediction by offer-
ing distinct advantages over traditional machine learning 
approaches [10, 13, 14]. Deep learning algorithms, such 
as neural networks, excel in processing vast amounts of 
complex data, capturing intricate patterns, and extract-
ing high-level features from raw inputs. In the context of 
cardiovascular disease prediction, the inherent ability of 
deep learning models to automatically learn hierarchical 
representations of data enables them to uncover subtle 
relationships and dependencies that may not be apparent 
to conventional machine learning algorithms [15–19].

The fusion of deep learning and machine learning 
methodologies also holds great promise for advanc-
ing cardiovascular disease diagnosis and management 
in recent years [20–24]. By combining the strengths of 
deep learning in extracting intricate patterns from com-
plex data and machine learning’s interpretability and 
explainability, healthcare professionals can leverage a 
hybrid approach to enhance the accuracy, efficiency, and 
transparency of cardiovascular disease diagnosis. Deep 
learning models can effectively process and analyze large 
amounts of data to extract comprehensive features and 
patterns that may be indicative of cardiovascular condi-
tions. These deep learning-derived features can then be 

integrated with traditional machine learning algorithms 
to build predictive models that not only provide accurate 
diagnostic assessments, but also offer insights into the 
underlying decision-making process, enabling clinicians 
to understand and trust the predictions made by the 
hybrid system. Multiple empirical and theoretical studies 
have shown that the accuracy of combinational models is 
often better than individual ones [11, 19, 21, 25, 26].

While multiple studies have been carried out in this 
domain, a specific accurate predictive model that can 
thoroughly identify all essential characteristics of car-
diovascular diseases is still lacking. Accordingly, a com-
binational model is presented in this paper which makes 
use of both Convolutional Neural Network (CNN) and 
Long Short-Term Memory (LSTM) network, as the rep-
resentative of deep learning models, besides K-Nearest 
Neighbor (KNN) and Extreme Gradient Boosting (XGB) 
as the representative of machine learning models to pre-
dict cardiovascular disease. This amalgamation of deep 
learning and machine learning techniques empowers 
healthcare providers with a powerful toolkit for person-
alized and precise cardiovascular disease diagnosis, pav-
ing the way for more informed treatment strategies and 
improved patient care outcomes. To implement our pro-
posed model, three distinct datasets were utilized. Two 
of them are public heart disease datasets sourced from 
Kaggle and the third one is a local dataset collected from 
the medical records of patients at Dr.Heshmat Hospital, 
Guilan, Iran. The key contribution of this paper can be 
outlined as follows:

• Two public datasets besides a locally collected data-
set were used in our experiments to identify the pri-
mary features and optimal model for predicting car-
diovascular disease.

• A novel combinational model was proposed for car-
diovascular disease prediction that could capture 
complex relationships in data through both feature 
learning and traditional algorithmic approaches, 
leading to improved predictive performance.

• Drawing from the results of experiments, a robust 
and precise framework for predicting cardiovascu-
lar disease was proposed, offering substantial value 
in optimizing resource allocation and aiding cardi-
ologists in effectively categorizing recently diagnosed 
patients.

The remainder of this paper is classified as follows: 
Section  "Related work" includes a summary of related 
studies. The employed methodology including dataset 
description, proposed model, and its details are men-
tioned in Section  "Proposed model". Section  "Experi-
ments and results" includes the results of the experiments 
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and discussion. Conclusion and future research direction 
are provided in Section "Experiments and results".

Related work
Using machine learning and deep learning for cardio-
vascular disease prediction is crucial as it can enhance 
accuracy in identifying risk factors, enable early detec-
tion of potential issues, personalize treatment plans, and 
ultimately improve patient outcomes through proactive 
healthcare interventions. Accordingly, numerous have 
been conducted to investigate and find the appropriate 
technique for predicting heart disease. While the focus of 
this paper is to propose a model based on the combina-
tion of machine learning and deep learning for cardiovas-
cular prediction, studies conducted in this era are briefly 
introduced in the following.

Using machine learning for cardiovascular disease pre-
diction involves training algorithms on large amounts of 
medical data to identify patterns and predict the likeli-
hood of an individual developing heart-related issues. 
By leveraging machine learning techniques like logistic 
regression, random forests, or neural networks, health-
care professionals can assess the probability of car-
diovascular events, allowing for early intervention and 
personalized treatment approaches. From the perspective 
of machine learning, Ahmad et al. [27] performed experi-
ments using six machine learning algorithms: K-nearest 
neighbor, logistic regression, SVM, random forest classi-
fier, decision tree, and extreme gradient boosting, which 
were trained on two datasets related to heart disease. The 
findings indicated that SVM recorded the highest accu-
racy, reaching 87.91% on the Cleveland dataset. Mean-
while, Akkaya et al. [28] examined eight distinct machine 
learning classification methods using the Cleveland data-
set and determined that KNN had the best performance 
with an accuracy of 85.6%. Similarly, Tougui et  al. [29] 
applied different data mining techniques, with the ran-
dom forest method attaining the highest classification 
accuracy of 87.64%.

Additionally, Shafenoor et  al. [30] explored the effec-
tiveness of data mining methods in recognizing impor-
tant features and classifying whether heart diseases are 
present or absent. Their results indicated that using a 
voting approach with Naïve Bayes and logistic regression 
achieved the highest classification accuracy of 87.41%.

In a similar research direction, Subanya & Rajalaxmi 
[31] utilized the SVM classification technique along 
with the Swarm intelligence-based Artificial Bee Colony 
(ABC) algorithm to find optimal features, resulting in 
an accuracy of 86.76%. Additionally, Mokeddem et  al. 
[32] utilized the genetic algorithm alongside Naïve Bayes 
and SVM for classification, yielding accuracies of 85.50% 
and 83.82%, respectively. Khanna et  al. [33] performed 

a comparative study of classification methods (logistic 
regression, SVM, and neural networks) to forecast the 
prevalence of heart disease, determining that logistic 
regression achieved the best performance with a classi-
fication accuracy of 84.80%. Furthermore, Kumar et  al. 
[34] employed eight different data mining methods to 
predict heart disease, finding that Decision Tree C4.5 
performed the best with an accuracy of 83.40%. Finally, 
Acharya [35] explored the effectiveness of various data 
mining techniques in predicting the presence of heart 
disease, concluding that KNN is the most effective algo-
rithm with a classification accuracy of 82%. Arroyo et al. 
[36] employed the combination of an optimized neural 
network and genetic algorithm for cardiovascular disease 
prediction and proved that their proposed model outper-
formed the other machine learning algorithms. Lin et al. 
[37] employed the two-step Taguchi technique along 
with an artificial neural network for accurate prediction 
of cardiovascular disease risk and revealed that not only 
their proposed model could accurately predict cardio-
vascular risk but also conserve computational resources. 
They also proposed a model named TPTM-HANN-GA 
derived from the combination of the two-phase Taguchi 
method (TPTM), a hyperparameter artificial neural net-
work (HANN), and a genetic algorithm (GA) that could 
effectively fine-tune hyperparameters for an artificial 
neural network in the training phase, leading to a sub-
stantial improvement in the accuracy of cardiovascular 
disease risk prediction [38]. Chaithra et al. [39] also used 
three learning models, namely DT-J48, Naive Bayes, and 
neural network, to design a predictive model for cardio-
vascular diseases. They applied these models to a data-
set collected from the trans-thoracic echocardiography 
database. Their empirical results showed that the neural 
network model performs much better in predicting heart 
disease with an accuracy of 97.91%. Nazari et al. [40] also 
proposed a combinational model based on majority vot-
ing and GA for cardiovascular prediction and applied it 
to the Cleveland and a local dataset which obtained an 
accuracy of 88.43% on Cleveland dataset.

In the subsequent research area, the emergence of deep 
learning has significantly impacted the prediction of car-
diovascular disease by enabling more complex and accu-
rate models to be developed. Deep learning algorithms, 
particularly deep neural networks, are capable of auto-
matically learning intricate patterns and relationships 
within large datasets without the need for explicit feature 
engineering. Accordingly, Singhal et  al. [41] evaluated a 
convolutional neural network on the Cleveland dataset. 
They first used a convolutional neural network with 2 
convolutional layers and then the number of layers was 
increased. Their model was expanded up to 5 layers, and 
the results were examined and compared. Based on their 
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obtained result, the best accuracy (95%) was obtained 
with 3 convolutional layers. Dutta et  al. [42] created a 
dataset similar to the Cleveland dataset using informa-
tion gathered from the "National Health and Nutrition 
Examination Survey" database. They trained a neural 
network model with multiple convolutional layers and 
obtained an accuracy of 81.78%.

In recent years, the combination of machine learn-
ing and deep learning has revolutionized cardiovascular 
disease prediction by leveraging vast amounts of patient 
data to identify intricate patterns and subtle relation-
ships that may not be apparent to the human eye. In this 
regard, Mehmood et  al. [43] proposed a model called 
CardioHelp that can be used for predicting cardiovas-
cular disease. They used a combination of deep learning 
algorithms, including multiple convolutional layers, and 
obtained an accuracy of 97% on a local dataset. Tarawneh 
and Embarak [44] examined various machine learning 
models on the Cleveland dataset to find the best one. 
They used Naive Bayes, Support Vector Machine, Deci-
sion Tree, Neural Network, and K-Nearest Neighbor 
and then used a combined approach. They concluded 
that the combinational model that makes use of the ben-
efits of all baselines obtained the highest accuracy can 
be used as an expert system in hospitals to assist doctors 
in quickly diagnosing cardiovascular disease. Bhavekar 
and Goswami [45] developed a hybrid deep-learning 
methodology based on RNN and LSTM for cardiac dis-
ease categorization. In their classification process, RNN 
utilized three distinct activation functions while various 
preprocessing techniques were applied for sorting and 
classifying. Relational, bigram, and density-based meth-
ods were employed for feature extraction. Subhadra and 
Vikas [46] tested decision tree models, logistic regression, 
Naive Bayes, random forest, support vector machine, 
deep learning, gradient boosting tree algorithm, and gen-
eralized linear models on the Cleveland dataset to predict 
cardiovascular disease. Finally, their proposed MLP-NN 
model achieved an accuracy of 93.39% with 5 neurons 
in the hidden layer for predicting cardiovascular disease 
compared to other models.

Proposed model
Machine learning and deep learning both offer valu-
able tools for cardiovascular disease prediction, each 
with its own set of benefits. Notably, machine learning 
excels in interpretability, allowing for insights into fac-
tors influencing predictions. On the other hand, deep 
learning can automatically learn intricate patterns in 
raw data, potentially capturing complex relationships 
that may be missed by traditional machine learning 
methods. While each of them has its own benefits and 
pitfalls, using combinational models for cardiovascular 

disease prediction offers a significant advantage by 
harnessing the collective power of diverse predictive 
models to improve the accuracy and robustness via 
capturing complex relationships within the data. In 
this regard, the proposed model leverages the combina-
tion of CNN and LSTM from deep learning and KNN 
and XGB from machine learning as the base classifiers 
for cardiovascular disease classification. As the output 
classes are defined by each classifier, majority voting is 
then used as an ensemble learner to predict the final 
output class.

Noteworthy, the reason behind choosing each of these 
classifiers refers to their unique structure while CNN 
can automatically extract relevant features from the 
input, effectively capturing key aspects of the data that 
are important for classification. Moreover, LSTM has 
the inherent ability to extract relevant features and rep-
resentations from sequential data without the need for 
explicit feature engineering. The combination of CNN 
and LSTM networks allows the model to capture com-
plex relationships and patterns within the clinical data, 
potentially enabling it to discern intricate dependencies 
and interactions between different clinical variables, ulti-
mately aiding in accurate disease classification. On the 
other hand, KNN is effective in capturing local patterns 
within the feature space. In the context of clinical data, 
where characteristics of patients and their health pro-
files can exhibit local patterns, KNN can be suitable for 
identifying similarities between patients based on their 
clinical attributes, potentially aiding in patient classifi-
cation. Moreover, clinical data often contain non-linear 
relationships between patient characteristics and disease 
outcomes. XGB’s ability to capture complex interactions 
between features and its capability to handle non-linear 
relationships can be beneficial for accurate cardiovascu-
lar disease classification. The use of majority voting also 
ensures mitigating the impact of individual model biases 
by aggregating predictions from multiple models, thereby 
reducing the risk of overfitting and improving generaliza-
tion to unseen data. The structure of the proposed model 
is depicted in Fig. 1 and more details are provided in the 
following.

The first step in the proposed model is preprocessing, 
which is essential for preparing the data for the criti-
cal phase of the learning model. The preprocessing step 
includes data cleaning, data transformation, data aug-
mentation, data balancing, and data normalization.

• Data cleaning: Data cleaning encompasses the tasks 
of recognizing and rectifying errors or discrepancies 
within the dataset, such as addressing missing values, 
eliminating duplicates, rectifying inaccuracies, and 
managing outliers.
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• Data transformation: Data transformation is the pro-
cess of converting data into a format that is better 
suited for analysis, helping improve the performance 
of machine learning models by making the data more 
understandable and easier to work with.

• Data balancing: Data balancing is a preprocessing 
step used when the dataset is imbalanced to ensure 
that the model does not favor the majority class and 
makes more accurate predictions for all classes.

• Data normalization: Data normalization is the pro-
cess of scaling the features of the dataset to a stand-
ard range to make sure that no particular feature 
dominates the learning process due to its larger scale 
compared to other features.

Once the data have been preprocessed, it is divided 
into two groups: a training set and a testing set. The 
training set is utilized to train the model. Our proposed 
model includes three base classifiers as CNN-LTSM, 
XGB and KNN. The first classifier is made by combining 
CNN and LSTM. Notably, combining these two models 
can help to leverage their strengths and advantages of 
each model and mitigate the weaknesses to some extent. 
One of the main advantages of a CNN is its low number 
of parameters and ease of training. CNN is also capable 
of extracting local features and, with an increase in the 
number of layers, extracting more valuable features from 
the input sequence [47]. LSTM is good at capturing tem-
poral dependencies in time series data, which can be 
useful in predicting cardiovascular disease progression 

over time. The structure of the long short-term memory 
network is designed in a way that can effectively address 
the main limitations of CNN. In summary, CNNs can 
effectively process structured clinical data, extracting 
relevant patterns and features, while LSTMs are adept 
at capturing temporal dependencies within sequential 
clinical records. The architecture of the combined CNN-
LSTM model which is used as the first baseline classifier 
is shown in Fig. 2.

XGB and KNN are the next base classifiers. While clin-
ical data often contain non-linear relationships between 
patient characteristics and disease outcomes, XGB’s abil-
ity to capture complex interactions between features and 
its capability to handle non-linear relationships can be 
beneficial for accurate cardiovascular disease classifica-
tion. KNN is also a simple yet effective algorithm for clas-
sification tasks while it is a non-parametric model and 
does not make strong assumptions about the underlying 
distribution of the data. This can be advantageous when 
dealing with clinical data, as it allows the model to adapt 
to complex and diverse patient characteristics without 
imposing strict constraints on the data’s distribution. For 
in-depth information about the algorithms discussed, 
please refer to Taye et  al. [48], as their comprehensive 
explanations exceed the scope of this paper.

In the following, while the outputs of these classifiers 
are generated, majority voting is utilized for combining 
the predictions of multiple classifiers, where the final 
prediction is based on the most common prediction 
among the individual classifiers. Majority voting can help 

Fig. 1 Structure of the proposed model
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to reduce the impact of individual classifiers that may 
be biased or have poor performance on certain types of 
data. In other words, majority voting is effective for com-
bining classifiers because it leverages the wisdom of the 
crowd, aggregating diverse opinions from multiple clas-
sifiers to reduce individual biases and errors, leading to 
more robust and accurate predictions. By voting on the 
most frequently predicted class, the combinational model 
tends to make better decisions, enhancing overall per-
formance and generalization across various datasets and 
learning tasks. It is worth mentioning that the weights 
assigned to each classifier’s prediction are determined 
based on their individual performance on a validation set 
to maximize the overall predictive performance.

Experiments and results
Datasets
As mentioned earlier, our experiments involved utiliz-
ing three distinct datasets. Two of them are freely avail-
able heart disease datasets sourced from Kaggle and the 
next one is a local dataset collected from medical records 
of patients who visited Dr. Heshmat Hospital, Guilan, 

Iran. The comparison of these three datasets is shown in 
Table 1 and their details are provided in the following.

Dataset I (https:// www. kaggle. com/ datas ets/ sulia nova/ 
cardi ovasc ular- disea se- datas et) contains 70,000 instances 
gathered from medical examinations and consists of 12 
variables. The first 11 variables serve as input features, 
while the 12th variable is the output feature indicating 
the presence or absence of cardiovascular disease. It must 
be mentioned that this dataset contains many duplicate 
values and extreme outliers. Accordingly, in the pre-
processing step, duplicated values and instances with 
extreme outliers were removed the number of records 
was reduced to 62,267. Moreover, the age attributed was 
converted from days to years. Based on the American 
Heart Association’s normal range, systolic and diastolic 
blood pressure were changed from numerical to nominal 
for better analysis.  Feature descriptions and their distri-
bution after preprocessing are provided in Table 2.

Dataset II (https:// www. kaggle. com/ datas ets/ mexwe 
ll/ heart- disea se- datas et/ data) includes 1190 instances 
obtained from the combination of five original data-
sets across 11 shared attributes and one attribute as 
the predictor presenting the presence or absence of 

Fig. 2 Proposed CNN-LSTM architecture

Table 1 Datasets comparison

Details Dataset I Dataset II Dataset III

Type Public dataset Public dataset Local dataset

Access Freely available Freely available Upon request

Storage type Record Record Record

Dimensions 2 dimensional 2 dimensional 2 dimensional

Number of samples 70,000 1,190 600

Number of features 12 12 12

Type of features Nominal and numeric Nominal and numeric Nominal and numeric

Missing data No Yes Yes

Duplicate data Yes Yes Yes

Unknown labels No No No

Number of labels 2 2 2

Distribution type Unbalanced Unbalanced Unbalanced

https://www.kaggle.com/datasets/sulianova/cardiovascular-disease-dataset
https://www.kaggle.com/datasets/sulianova/cardiovascular-disease-dataset
https://www.kaggle.com/datasets/mexwell/heart-disease-dataset/data
https://www.kaggle.com/datasets/mexwell/heart-disease-dataset/data
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cardiovascular disease in a patient. The compilation of 
this dataset includes the incorporation of five original 
datasets including Cleveland (303 samples), Hungarian 
(294 samples), Switzerland (123 samples), Long Beach 
VA (200 samples), and Statlog datasets (270 samples). 
This dataset also includes missing and duplicate values 

that were removed along the preprocessing step and the 
number of records was reduced to 918. Features descrip-
tions  and their distribution after preprocessing are pro-
vided in Table 3.

To enhance the foundation of our analysis, we opted to 
gather a local dataset that mirrors the attributes of Dataset 

Table 2 Dataset I features descriptions and their distribution

No Attribute name Data type Distribution

1 Age Numerical Min: 29/Max: 64/Ave:52.94

2 Height Numerical Min: 55/Max: 250/Ave:164.39

3 Weight Numerical Min: 11/Max: 200/Ave:74.78

4 Gender Binominal
(1: female, 2: male)

1(39,553)/2(22,714)

5 Systolic blood pressure Binominal
(0:nomral, 1: abnormal)

0(34,793)/1(27,474)

6 Diastolic blood pressure Binominal
(0:normal, 1: abnormal)

0(42,867)/1(19,400)

7 Cholesterol Polynomial
(1: normal, 2: above normal, 3: well above normal)

1(45,253)/2(9228)/3(7786)

8 Glucose Polynomial
(1: normal, 2: above normal, 3: well above normal)

1(52,039)/2(5059)/3(5169)

9 Smoking Binominal
(0:no, 1: yes)

0(56,262)/1(6005)

10 Alcohol intake Binominal
(0:no, 1: yes)

0(58,593)/1(3674)

11 Physical activity Binominal
(0:no, 1: yes)

0(12,962)/1(49,305)

12 Cardiovascular disease Binominal
(0:absence, 1: presence)

0(29,999)/1(32,268)

Table 3 Dataset II features descriptions and their distribution

No Attribute name Data type Distribution

1 Age Numerical Min: 28 /Max: 77/Ave:53.51

2 Gender Binominal
(0: female, 1: male)

0(193)/1(725)

3 Chest pain Polynomial
(1:typical angina, 2: atypical angina,3:non-angina 
pain, 4: asymptomatic)

1(46)/2(173)/3(203)/4(496)

4 Resting blood pressure Numerical Min: 0 /Max: 200/Ave:132.39

5 Cholesterol Numerical Min: 0 /Max: 603/Ave:198.79

6 Fasting blood sugar Binominal
(0:false, 1: true)

0(704)/1(214)

7 Electrocardiogram Polynomial
(0: normal, 1: above normal, 2: probable)

0(552)/1(188)/2(178)

8 Heart rate Numerical Min: 60/Max: 202/Ave:136.83

9 Exercise-induced angina Binominal
(0:no, 1: yes)

0(547)/1(371)

10 ST depression induced by exercise relative to rest Numerical Min: -2.6 /Max: 6.2/Ave:136.83

11 The slope of the peak exercise ST segment Polynomial
(0:normal, 1: upsloping, 2:flat, 3:downsloping)

0(1)/1(395)/2(459) /3(63)

12 Cardiovascular disease Binominal
(0:absence, 1: presence)

0(508)/1(410)
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II. Accordingly, a local dataset was collected in this paper 
which includes the information on the medical records of 
patients who visited Dr. Heshmat Hospital from January 
to June 2023. The collected dataset is called “Dataset III” 
containing 600 and 12 features while 11 of them are used 
as predictors and one is the nominator of output indicat-
ing the absence or presence of cardiovascular disease. This 
dataset also includes missing values that were removed 
along the preprocessing step and the number of records 
was reduced to 577. Features descriptions and their distri-
bution after preprocessing are provided in Table 4.

Evaluation metrics
To assess the performance of implemented models, it is 
necessary to consider an appropriate metric to examine 
the efficiency of the models. In this study, metrics includ-
ing accuracy, precision, recall, F1 score, and specificity 
have been used for evaluating the proposed model that are 
indicated in equations 1to5 . In these equations, TP is the 
count of positive samples accurately identified by the sys-
tem, while FP is the count of positive samples incorrectly 
identified. FN refers to negative samples that were wrongly 
classified as positive, and TN is the number of negative 
samples correctly recognized.

(1)Accuracy =
TP + TN

TP+ TN+ FP+ FN
,

(2)Precision =
TP

TP + FP
,

Implementation details and hyperparameters
To take advantage of the processing power of the graph-
ics processor, all instructions were implemented using 
Google Colab based on Python 3.10 as the program-
ming language. The hardware infrastructure for running 
the proposed model was a system with an Intel Core i5 
processor, 8 GB RAM, and an Ubuntu distribution as the 
operating system.

Notably, oversampling techniques along with cross-
validation were employed in our implementations to 
maintain data integrity and prevent data leakage. To this 
end, the original datasets were split into a training set 
and a separate holdout test set (80% for training and 20% 
for testing), ensuring that the test set is not used during 
cross-validation. Then, the tenfold cross-validation tech-
nique was utilized to split the training data into multiple 
folds. For each fold in the cross-validation process, the 
oversampling technique was only applied to the train-
ing data within that fold to ensure that oversampling is 
performed independently for each fold, preventing data 
leakage across folds. Thereafter, the model was trained 
on the training data within each fold and its performance 
was evaluated on the validation data within that fold. 

(3)Recall =
TP

TP + FN

(4)F −measure = 2 ∗
Precision ∗ recall

Precision+ recall
.

Table 4 Dataset III features descriptions and their distribution

No Attribute name Data type Distribution

1 Age Numerical Min: 26 /Max: 88/Ave:54.80

2 Gender Binominal
(0: female, 1: male)

0(381)/1(196)

3 Chest pain Polynomial
(1: typical angina, 2: atypical angina,3:non-angina 
pain, 4: asymptomatic)

1(44)/2(102)/3(171)/4(260)

4 Resting blood pressure Numerical Min:99/Max: 189/Ave:127.63

5 Cholesterol Numerical Min: 122/Max: 538/Ave:263.14

6 Fasting blood sugar Binominal
(0:false, 1: true)

0(385)/1(192)

7 Electrocardiogram Polynomial
(0: normal, 1: above normal, 2: probable)

0(263)/1(21)/2(293)

8 Heart rate Numerical Min:74/Max: 198/Ave:150.63

9 Exercise-induced angina Binominal
(0:no, 1: yes)

0(185)/1(392)

10 ST depression induced by exercise relative to rest Numerical Min: 0/Max: 5.8/Ave: 0.88

11 The slope of the peak exercise ST segment Polynomial
(0:normal, 1: upsloping, 2:flat, 3:downsloping)

0(0)/1(311)/2(238) /3(28)

12 Cardiovascular disease Binominal
(0:absence, 1: presence)

0(371)/1(206)
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Finally, performance metrics for each fold were meas-
ured and then aggregated to obtain an overall assess-
ment of the model’s performance. After completing the 
cross-validation process, the final model was evaluated 
on the holdout test set that was initially set aside to pro-
vide an additional independent evaluation of our model’s 
performance.

Hyperparameters are external settings that influence 
an algorithm’s behavior and can greatly affect the mod-
el’s performance and generalization ability. Since they 
directly impact how well a model performs and predicts, 
it is important to tune these hyperparameters carefully. 
In our study, we made rigorous efforts to appropriately 
configure hyperparameters for each algorithm to opti-
mize performance and ensure effective pattern capture. 
Details of the hyperparameters employed are outlined in 
Table 5.

Performance evaluation
The goal of this paper is to introduce a model based on 
the combination of machine learning and deep learn-
ing models to predict the risk of cardiovascular diseases. 
Accordingly, basic machine learning and deep learning 
models besides combinational models were implemented 
on three mentioned datasets. The average performance 
metrics across the 10 folds of cross-validation with the 
standard deviation on each dataset are provided in the 
following tables (Tables 6, 7, and 8).

To better assess the classification performance of our 
proposed model compared to other models, namely 
CNN-LSTM, KNN, and XGB, their ROC curves on the 
three mentioned datasets are, respectively, depicted in 
Fig. 3.

Based on the result of experiments on all three data-
sets, it can be concluded that:

Table 5 Summary of used hyperparameters  

Table 6 Comparison of evaluation metrics on Dataset I

Group Model Accuracy (std) Recall (std) F1(std) Precision (std)

Machine learning NB 73.80 (0.13) 74.11 (0.08) 74.16 (0.17) 74.04 (0.11)

LR 74.36 (0.08) 75.63 (0.28) 75.05 (0.21) 75.14 (0.15)

SVM 75.18 (0.23) 76.31 (0.23) 76.65 (0.18) 76.18 (0.17)

RF 74.85 (0.11) 75.39 (0.15) 75.36 (0.19) 75.41 (0.08)

MLP 74.36 (0.14) 75.64 (0.11) 75.77 (0.13) 75.08 (0.25)

KNN 76.30 (0.16) 77.21 (0.13) 77.96 (0.12) 77.05 (0.23)

DT 75.18 (0.28) 76.20 (0.12) 76.23 (0.14) 76.63 (0.05)

Ensemble-based XGB 76.83 (0.31) 77.36 (0.17) 77.08 (0.16) 77.23 (0.14)

LGBM 75.69 (0.17) 76.63 (0.28) 76.31 (0.21) 76.45 (0.17)

AdaBoost 75.02 (0.23) 75.93 (0.23) 76.05 (0.13) 76.30 (0.16)

Combinational machine learning RF + DT + KNN + NB + SVM + LG
BM + XGB + MLP + LR

77.36 (0.19) 77.06 (0.32) 75.91 (0.05) 76.54 (0.07)

RF + DT + NB + LR 76.94 (0.28) 76.34 (0.20) 75.63 (0.08) 75.78 (0.11)

KNN + XGB + Ada 77.08 (0.11) 78.24 (0.06) 77.47 (0.23) 76.36 (0.14)

Deep learning CNN 76.05 (0.32) 77.89 (0.21) 77.45 (0.11) 78.93 (0.13)

LSTM 75.15 (0. 19) 77.69 (0.23) 76.73 (0.17) 77.39 (0.31)

Combinational deep learning CNN-LSTM 77.36 (0.21) 79.14 (0.14) 78.36 (0.08) 78.31 (0.14)

Proposed model CNN-LSTM + KNN + XGB 80.25 (0.23) 82.13 (0.09) 81.14 (0.18) 81.24 (0.11)
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• Among traditional machine learning-based mod-
els, KNN has the highest classification accuracy on 
all datasets. XGB also presents the highest accuracy 
among ensemble-based models on all datasets.

• Comparing baselines with combinational models, 
it is clear that combinational models outperform 
any single model alone because they leverage the 

strengths of multiple individual models by combining 
their predictions.

• Considering the results of deep learning-based mod-
els, it can be concluded that they have higher clas-
sification accuracy than both traditional and combi-
national models due to their ability to automatically 
learn intricate patterns and features from raw data.

Table 7 Comparison of evaluation metrics on Dataset II

Group Model Accuracy (std) Recall (std) F1 (std) Precision (std)

Machine learning NB 88.73 (0.11) 88.31 (0.14) 89.04 (0.28) 89.45 (0.21)

LR 89.45 (0.28) 89.61 (0.13) 89.37 (0.21) 90.04 (0.17)

SVM 88.45 (0.17) 89.45 (0.18) 89.36 (0.13) 89.60 (0.13)

RF 89.66 (0.16) 89.66 (0.24) 90.51 (0.15) 90.12 (0.15)

MLP 91.35 (0.14) 91.40 (0.31) 91.45 (0.16) 91.36 (0.13)

KNN 92.35 (0.13) 92.45 (0.05) 92.81 (0.19) 92.53 (0.14)

DT 89.55 (0.08) 90.45 (0.21) 90.12 (0.21) 90.63 (0.28)

Ensemble-based XGB 92.14 (0.09) 92.23 (0.14) 92.17 (0.20) 92.08 (0.25)

LGBM 90.63 (0.21) 91.84 (0.18) 91.45 (0.31) 91.16 (0.23)

AdaBoost 91.88 (0.23) 90.47(0.28) 91.05 (0.24) 91.24 (0.21)

Combinational machine learning RF + DT + KNN + NB + SVM + LG
BM + XGB + MLP + LR

92.66 (0.31) 90.05 (0.08) 90.16 (0.21) 90.23 (0.19)

RF + DT + NB + LR 92.45 (0.05) 91.21 (0.21) 91.05 (0.48) 91.18 (0.14)

KNN + XGB + Ada 92.64 (0.14) 91.36 (0.14) 91.85 (0.31) 91.24 (0.18)

Deep learning CNN 91.65 (0.17) 91.43 (0.16) 91.55 (0.15) 91.43 (0.38)

LSTM 89.20 (0.16) 90.21 (0.14) 90.89 (0.13) 90.54 (0.21)

Combinational deep learning CNN-LSTM 92.23 (0.15) 92.45 (0.13) 92.84 (0.11) 92.63 (0.12)

Proposed model CNN-LSTM + KNN + XGB 95.85 (0.17) 93.01 (0.28) 92.63(0.08) 95.36 (0.14)

Table 8 Comparison of evaluation metrics on Dataset III

Group Model Accuracy (std) Recall (std) F1 (std) Precision (std)

Machine learning NB 85.04 (0.18) 85.23 (0.21) 84.93 (0.13) 84.83 (0.21)

LR 84.05 (0.33) 83.54 (0.28) 83.82 (0.11) 84.38 (0.25)

SVM 85.62 (0.05) 86.44 (0.05) 85.62 (0.16) 84.98 (0.26)

RF 85.90 (0.13) 88.67 (0.08) 87.05 (0.14) 85.37 (0.18)

MLP 86.22 (0.12) 87.66 (0.23) 86.39 (0.01) 85.10 (0.28)

KNN 86.89 (0.21) 87.60 (0.18) 87.86 (0.25) 88.44 (0.16)

DT 85.73 (0.08) 84.91(0.13) 84.66 (0.36) 84.84 (0.08)

Ensemble-based XGB 87.69 (0.14) 88.27 (0.15) 87.64 (0.04) 87.44 (0.14)

LGBM 87.09 (0.37) 87.80 (0.16) 86.98 (0.21) 86.37 (0.17)

AdaBoost 86.71 (0.21) 86.19 (0.18) 86.53 (0.27) 87.24 (0.15)

Combinational machine learning RF + DT + KNN + NB + SVM + LG
BM + XGB + MLP + LR

87.83 (0.12) 90.65 (0.23) 87.70 (0.23) 84.31 (0.15)

RF + DT + NB + LR 87.79 (0.02) 88.67 (0.28) 87.05 (0.21) 85.37 (0.19)

KNN + XGB + Ada 88.97(0.18) 90.91 (0.21) 89.14 (0.05) 87.30 (0.26)

Deep learning CNN 85.88 (0.31) 89.82 (0.08) 87.99 (0.16) 80.68 (0.31)

LSTM 83.91 (0.23) 86.03 (0.17) 85.88 (0.13) 81.13 (0.13)

Combinational deep learning CNN-LSTM 87.77 (0.08) 88.62 (0.24) 88.08 (0.19) 83.40 (0.11)

Proposed model CNN-LSTM + KNN + XGB 90.87 (0.11) 92.16(0.21) 91.92(0.05) 91.84 (0.18)
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• The main conclusion can be drawn from the last 
lines of Tables  6, 7, and 8, which showcase the 
advantages of our proposed model. It underscores 
the effectiveness of our combinational learning 
model in comparison to others. Overall, our model 
outperforms all evaluation metrics across all data-
sets, making it a suitable benchmark for future 
research.

• While our proposed model has the highest per-
formance based on all evaluation metrics on all 
three datasets, it can be stated that it not only can 
generalize well to new, unseen data, which is an 
important characteristic for any predictive model, 
but also it has consistent behavior in its predictive 
capability which is a good indication that the model 
is not overfitting to a particular dataset and is gen-
eralizing reasonably well.

• Considering Fig. 3, it can be seen that our proposed 
model has the closest ROC curve to the top-left 
corner on all three datasets which signals that the 
model has strong overall performance across dif-
ferent thresholds, making it a dependable predic-
tor. Therefore, it can be claimed that our proposed 
model has strong discriminative power, meaning it 
is effective at distinguishing between classes.

Discussion
Precisely forecasting the risk of cardiovascular disease is 
essential for early intervention and better patient results. 
This paper proposed a holistic approach using the inte-
gration of machine learning and deep learning models 
to improve the accuracy of cardiovascular disease pre-
diction. According to the empirical results, our com-
binational model presented the highest classification 
performance based on all evaluation metrics indicat-
ing that this combination offers a more comprehensive 
approach to analyzing complex cardiovascular disease 
data compared to using just one type of model. In order 
to assess the efficiency of our proposed model, it is cru-
cial to conduct a comparison with current state-of-the-
art approaches. While the majority of prior research 
utilized the Cleveland dataset, a component of Dataset 
II, for their evaluations, we opted to apply our proposed 
model using all specified configurations on the Cleveland 
dataset to ensure a fair and comprehensive comparison. 
An accurate comparison of the existing studies and our 
proposed model on the Cleveland dataset is provided in 
Table 9. To provide more comparison (Table 10), we also 
compared our proposed model with studies that con-
cluded their experiments on Dataset I. As can be seen, 
our proposed model obtained the highest classification 

a) Dataset I b) Dataset II

c) Dataset III
Fig. 3 Roc Curve illustration of our proposed model compared to other models on three datasets
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accuracy compared to the state of the arts on both 
datasets.

Even if our proposed mode performs well in research 
settings, transitioning them into clinical practice requires 
rigorous validation and regulatory approval while it may 
not generalize well to different settings or populations. 
Differences in patient demographics, medical proce-
dures, and treatment guidelines can influence how well 
predictive models work when used in varying environ-
ments. Given that disease trends and risk elements can 
change due to factors like lifestyle shifts, medical pro-
gress, and population demographics, the model created 
using historical data may face challenges in adjusting to 
these evolving trends, potentially leading to reduced pre-
diction accuracy.

Conclusion
Cardiovascular disease is a prominent global cause of mor-
tality, underscoring the critical need for early detection in 
healthcare settings. Artificial intelligence plays a crucial 
role in this area by pinpointing risk factors, facilitating 
predictive analytics, aiding decision-making, and foster-
ing knowledge exploration. This contributes to proactive 
and personalized strategies for managing cardiovascular 

disease. Accordingly, a model which makes use of both 
machine learning and deep learning is proposed in this 
paper. The proposed model employed CNN and LSTM, 
as the representatives of deep learning models, besides 
KNN and XGB, as the representatives of machine learning 
models. As the output classes are defined by each classifier, 
majority voting is then used as an ensemble learner to pre-
dict the final output class.

To demonstrate the effectiveness of the proposed model, 
we utilized two public datasets along with a locally col-
lected dataset in our experiments. To ensure a valid com-
parison, all datasets were first processed using the same 
methods. The experimental results across all datasets 
showed that the proposed model outperformed both indi-
vidual classifiers and combinations of classifiers. These 
findings highlight a precise model that can be utilized for 
predicting the risk of cardiovascular disease. Additionally, 
it offers an important utility for cardiologists and physi-
cians in categorizing new patients and assessing the nec-
essary human resources, including doctors, technicians, 
nurses, and vital medical equipment.

There are abundant opportunities to enhance this 
research and address the constraints of the current study. 
One strategy involves broadening the study by replicating 
the experiment using larger real-world datasets. Future 
research could investigate alternative combinations of 
machine learning and deep learning models for predicting 
cardiovascular disease. Moreover, implementing novel fea-
ture selection methods could offer a more comprehensive 
insight into crucial features, leading to improved prediction 
accuracy. Exploring the application of the proposed model 
in other domains holds promise and could be considered as 
a potential avenue for future research.
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Table 9 Accuracy comparison of the existing studies and our 
proposed model on the Cleveland dataset

Sources Methods Accuracy (%)

Proposed model
Nazari et al. [40]
Ahmad et al. [30]

CNN-LSTM + XGB + KNN
Ensemble model based 
on GA
SVM

96.13
88.43
87.91

Tougui et al. [29] Random forest 87.64

Shafenoor et al. [30] Vote with Naïve Bayes 
and Logistic Regression

87.41

Subanya and Rajalaxmi [31]
Akkaya et al. [28]

SVM
KNN

86.76
85.60

Mokeddem et al. [32] GA + Naive Bayes 85.50

Khanna et al. [33] Logistic Regression 84.80

Mokeddem et al. [32] GA + SVM 83.82

Kumar et al. [34]
Singhal et al. [41]

Decision Tree C4.5
5-layer CNN

83.40
95

Acharya [35] KNN 82

Table 10 Accuracy comparison of the existing studies and our 
proposed model on Dataset I

Sources Method Accuracy (%)

Proposed model
Li et al. [38]
Lin et al. [37]

CNN-LSTM + XGB + KNN
TPTM-HANN-GA
TSTO

80.25
74.25
74.14

Arroyo et al. [36] GA-ANN 73.43
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